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Conventional Networking

There are
hosts...
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Conventional Networking

Connected by
switches...
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Conventional Networking

There are also
servers...
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Conventional Networking

Connected by
routers...
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Conventional Networking

And a load
balancer...
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Conventional Networking

And a gateway
router...




Conventional Networking

There are other
ISPs...




Conventional Networking

So we need to run
BGP...




Conventional Networking

And we need a firewall to filter incoming
traffic...




Conventional Networking

There are also wireless
hosts...




Conventional Networking

So we need wireless
gateways...




Conventional Networking

And yet more middleboxes for lawful
intercept...




Conventional Networking

Each color represents a different set of
control plane protocols and algorithmes...
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Conventional Networking

Reasoning about network behavior is extremely
difficult

| _ K

Does correctness matter? The Internet is best effort...

...the end-to-end principle says that hosts are
best equipped to deal with failures!
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Example:  Outages

. We discovered a misconfiguration on
glthUb this pair of switches that caused what's

SOCIAL CODING called a “bridge loop” in the network

A network change was [...] executed

incorrectly [...] more “stuck” volumes and added amazon

more requests to the re-mirroring storm web services

Even technically sophisticated companies are
struggling to build networks that provide reliable

service to users

interrupted the airline's flight departures, ™ = % = = == == X%
airport processing and reservations
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Software-Detined Networking

A clean-slate architecture based on two key ideas:
ces
rwarding

* Generalize ne
* Separate cont
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Software-Detined Networking

A clean-slate architecture based on two key ideas:
» Generalize network devices
» Separate control and forwarding

Controller




Software-Detined Networking

Your Program goes here! ‘
Global Visibility and )
_ : C Control '
“nabling use o F

. . VA
reasoning technigues Open APIs

typically associated / [

with the programming i

——

languages ana \
verification /

communities

Programmable Data Planes
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But how do we write
all of this software?
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Software Synthesis

What it programmers could...

«Sketch the structure of their program...
*Give examples and scenarios...
*Specity tunctional behavior...

*\Write down high-level requirements...

EXpress resource constraints...

..and a tool automatically synthesized a correct
and efficient implementation?



Software Synthesis

Specification

Synthesizer

Program
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Programmers can express
their insights in a wide variety
of ways, not just in standara
code!
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- Does software synthesis really
work’?

S B - Answer: yes - for certain domains
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Synthesis for Networks

*Programs are large, but simp

e and

highly's

ructured—e.qg., 100p

reel

*The desired behavior of the network is
often clear (at least at an intuitive level)

*Most difficult aspects of network
programming stem from limited
resources and inherent concurrency



This Tutorial

Synthesis is an effective means for
automating some of the trickiest
aspects of network programming

Outline:

*Network Update Synthesis
*Synchronization for Network Progra
*Optimizing Horn Solvers for Networ

29
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Efficient Synthesis
of Network Updates



Dynamic SDN Applications

Application —

Topology Host Traffic Network-wide
change change statistics Configuration

T oo YD
ot e

Controller Platform

Controller Run-Time
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Network Updates
How can we transition . ~— . — .

netween global states?
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Problem: naive updates \/
-

can break important
invariants! 32



Example: Data Center
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Network Configuration
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Network Update

*

» Update program:
upd T1; upd C2; upd A3; upd AT

35



Naive Update

Possible problem: black holes
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Naive Update

Fxample:
Firewall on AT Cy C, i
and A4,

Possible problem: access control violation
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Is This Really a Problem?

amazon

webservices™

At 12:47 AM PDT on April 21st, a network change was performed
as part of our normal scaling activities...

During the change, one of the steps is to shift traffic off of one of
the redundant routers...

The traffic shift was executed incorrectly and the traffic was
routed onto the lower capacity redundant network.

This led to a "re-mirroring storm”...

During this re-mirroring storm, the volume of connection
attempts was extremely high and nodes began to fail, resulting in
more volumes left needing to re-mirror. This added more
requests to the re-mirroring storm...

The trigger for this event was a network configuration change.
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Outages Cost a Lot

* Aug 13, 2013, Amazon was down for roughly 40 minutes
* [tlost $1,104 in net sales per second, on average

https://www.buzzfeednews.com/article/mattlynley/the-high-cost-of-an-amazon-outage

39



Limitations:

DOL

Upc

D
3

es peak memory usage

tes are slow to implement



Per-Packet Consistent Updates

—
a

Theorem (Universal o —
Property Preservation): a '
network update is per-packet —
consistent if and only if it —
preserves all satety

properties.

q
h
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Questions:

. Can we implement a per-packet consistent
update by simply updating switches in the right
order?

- [T not, can we relax the requirements in a

raacAnahla wav, +tA Abhtain an afficriant




Example: Data Center

Ci mm C

Update: upd T1; upd C2; upd A3; upd Al
v
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Naive Update

| |
g
- Update: upd A2; upd A4; upd T1l; upd C1 X

- Update: upd A2; upd A4; upd C1l; upd T1 X
- There is no update that ensures per-packet

P



Relaxing Per-Packet Consistency

Idea: all packets eventually delivered via A1 or A4
- Update: upd A2; upd A4; upd T1l; upd C1 X
.- Update: upd A2; upd A4; upd Cl; upd T1



How to Specify Properties?

Reachability: every packet that starts at si reaches di

& 6666668 60—
Si l

LTL: (si —F dj

Waypointing: all packets traverse w before exiting

O— @ —— o o——@—

W g

LTL: (- Uw) AF g

Chaining: all packets traverse wiand w; before

W1

Wy g
LTL: (=g U w2 )A (=w2 U w3 )A F Q




Network Update Synthesis

Initial and
Final LTL Update at
Configuration  Specification Most once
\ Update /
Synthesizer
Update

Program
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Synthesis Algorithm

L TL Old"and”New

Specification Configurations
g s g d
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Two main ideas:

‘Learn from counter-examples to
aggressively prune the search space

*Use an incremental model checker

43



Model Checking

Model M: L .......... » ar— L//

1 all packets reach H3

Specification S:
P 1 all packets traverse firewall

Question: Does M satisfy S?



Model Checking

__ RA-FW

R holds at a switch s if all packets that traverse s reach H3
-W holds at a switch s it all packets that traverse s then
traverse firewall




Incremental model checking

__ RA-FW

LT T T m R\W\W

RARMFW

1 R holds at a switch s it all packets that traverse s reach H3
d FW holds at a switch s if all packets that traverse s then
traverse firewall




IViodel checking loop-free
structures

One sentence summary:

The idea is the same as in LTL-to-Buchi construction,
but on loop-free structures it is possible to check all
constraints locally (no need for the Blchi condition)




Main Limitation

For some topologies, configurations, and
specifications, there is no correct ordering we can use

Example: "double diamonad"

" \ /" .
/ \ / \
/ \ y

Our implementation reverts to a two-phase update...



Walits

Not Safe for SSH traffic

54

Ve
Ve
Ve
Ve
e
P
a
Ve

s /

Update?2

Updatel



Walits

» Correspondence to weak memory systems

» Equivalence of two problems:

1) Finding a correct and efficient placement of fences for a
concurrent program under weak memory mode
2) Finding minimum number of waits for an update
seguence

55



Evaluation

Questions:

- Impact of optimizations: 2
n Pruning search space Small-world
1 Incremental model checking R

- Scalability of approach: {@E\m
n Topology Fattree

n Complexity of specifications
n Total space explored

Methodology:
- Real-world topologies (TopoZoo, FatTrees, Small

World)
- Synthetic configurations (e.g., shortest-path

L]
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Impact of Optimizations

O
100 - o i i =
N 2 | ()
(@) g 50 o Incremental B
2
f— 0 - L‘H | 7 —
O 200 400 600 (switches)
100 | -
0 (b)
—
= £ 50 a
o 2 g8
LL. O w=am o i | | —

0O 200 400 600 (switches)

. Configurations: shortest-path
forwarding
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Scalability

L 1) S — -
'e é 150 gf‘*ei:;fﬂﬁlfll}:]gm"g A (g)_
(7)) 8 100 | % Reachability A B
8 8 50 — A AA o -
bl 0 et i QR QR x ]

0 200 400 600 800 Ik (switches)

2 200 |
2 4150 U
G £100 - A
& § 50 | A @ .
= 0 18 0@ @i @@ F

0 200 400 600 800 Ik (switches)

- Configurations: "diamond" / "double diamond"
- Specifications: reachability, waypointing,

~Aartnin A



Synchronization for
Network Programs




Stateful Firewall

-

I

*H1 should be allowed to communicate with H>

*/4> should only
H1has previous

Ne al

owed to communicate with Hqif

Valali

jated a connection
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Stateful Firewall
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Stateful Firewall

-

I
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H1has previous

Ne al

owed to communicate with Hqif

Valali

jated a connection

62



Stateful Firewall

-

I
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Stateful Firewall

-

I

*H1 should be allowed to communicate with H>
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H1has previous
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Stateful Firewall

-

I

*H1 should be allowed to communicate with H>

*/4> should only
H1has previous

Ne al

owed to communicate with Hqif

Valali

jated a connection
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» An event can trigger a configuration change

* BUQ: packe
configuratio

e DO

(and don”

N't

L faCe — We neeC

NS change with res
respond to an event too late
L respond too early)!

66
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Initial configuration:
» Forward from Hy to H, via §;-S3-

54
* S3 has a firewall

Load balancer at S;:
* Throughput greater than 500:

Start load balancing
- using path through S,
» Throughput less than 400:
Stop load balancing

Firewall on §5:
Operator can enable/disable firewall

rules ingtalled at S,




Problem:

e Load balancer on and

 Firewall on S, off

General problem:

* Synchroni
driven ne

68

zation for event-

'WOrk programs



* Progr

» Algo

It

Solution

mming model: event r

nMic synthesis of sync

69
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Fvent nets: One event-update

o) e

€1

Places labeled by configurations

Transitions labeled by events

T-sate Petri-nets

Can be implemented without packet races
o (first part of the tutorial)

Logical time bounds on when to change the

configuration can be give;;w [PLDI16]




Fvent nets: Sequential Composition

O SR eL
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Fvent nets: Parallel Composition

NOREOr
1

e

O oL
2

e
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Fvent nets: Conflicting event-updates

» Locality condition:
which transition to take (e10r e2) must be decided
locally
» Otherwise availability cannot be maintained [PLDI16]
(usual Consistency-Availabjlity tension)




Programming Model: Event nets

e Can pe imr

e Can pe lmr
(under the

nlemented wi
nlemented wi

thout
thout

ocality restric

10N)

nacket races

osing availability

 Synchronization can be added to prevent
controller races

74



Load Balancing

P, R,

ﬁw =300 ﬁ
tp > 500 firewall, firewall,
up down

P, R,
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Load Balancing: synchronized

P, R,

tp < 300

tp > 500 firewall, firewall,
up down

P, R,




Syncnronization Synthesis
Eliminating Controller Races



Concurrent network programs

Correctness when network programs execute concurrently?

78



Concurrent network programs

Correctness when network programs execute concurrently?

_ controller C
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Concurrent network programs

Correctness when network programs execute concurrently?

_ controller C

- _
S H,

\

—

g

controller C,
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Concurrent network programs

Correctness when network programs execute concurrently?

» Network operator wants to take down the H; — H,
forwarding rules, and install H3 = H, rules
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Concurrent network programs

Correctness when network programs execute concurrently?

Network operator wants to take down the H; = H,

forwarding rules, and install H3 = H, rules
Example property: isolation — all packets entering the

network from Hy must exit at H,.
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Concurrent network programs

Correctness when network programs execute concurrently?

controller C,

» Network operator wants to take down the H; — H,

forwarding rules, and install H3 = H, rules
» Example property: isolation — all packets entering the

network from Hy must exit at H,.
 Potential bug: controller race




Concurrent network programs

Correctness when network programs execute concurrently?

controller C,

» Network operator wants to take down the H; — H,

forwarding rules, and install H3 = H, rules
» Example property: isolation — all packets entering the

network from Hy must exit at H,.
 Potential bug: controller race




Concurrent network programs

Correctness when network programs execute concurrently?

controller C,

» Network operator wants to take down the H; — H,

forwarding rules, and install H3 = H, rules
» Example property: isolation — all packets entering the

network from Hy must exit at H,.
 Potential bug: controller race




Adding synchronization

* How can we model synchronization constructs?

 Synchronization skeletons:

barrier

'\Q\

yog

oy

RO

orderin

mutex

A
o

86
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Synthesizing petri-net programs

'z--"""{—il

g.s " ® @ &6 © 0 @
H S A C Al {e)e-C Al . c
3 3 - 7 : AR N Ol
w9 Q9 SO QG

= = S OO
S p B D Bl---» )} |D B[ " 7D
H R -~ P ; ; " ¥ ; ;
s ', © 06 © O O O

* (p1. NO packet originating at Hy should arrive at H,
* (p2. NO packet originating at Hy should arrive at H,

» First counterexample: [C, D], because@ @} violates the spec

* Second counterexample: [4, B], because® (@ } violates the
spec N



Synthesizer Architecture

User

' | i
buggy correctness correct
program property program

el > candidate - L model
——model—> Petri-net | : ~
program T cormrnn e LTL
SMT | o\ 1/ngaTs| PrOgram Petri-net Program LTL specs— model
solver| = ' : Repair Verifier <« TRUE/FALSE—
. g t checker
«constraints— Engine q—g':’;;_ll;ei— <counterexample—
X

» LTL model checker (SPIN) returns trace (sequence of
events) which leads to a network configuration in which
the property is violated

s (also checks 1-safety)

» Synthesizer (Z3) produces Petri-net program
containing none of the buggy traces so tar

88




Petri-net Synthesis Engine

SMT encoding for Petri-net programs:
Pe\tri transitions

1 2 N

added transitions Mark

n+l n+2 n+ X

places

added places

89



Petri-net Synthesis Engine

SMT encoding for Petri-net programs:

Petri transitions added transitions Mark
1 2 n n+l n+2 -+ n+X
1
2

7))}

(b} .

Q :

©

< m

a2 m+ 1

(&)

S m+2

© .

() :

©

©

T m+Y

Loc -

(bout,bin) b @i
%0 bin”t—



Petri-net Synthesis Engine

SMT encoding for synchronization skeletons:

Type Pair processes Range

A N A
AR \
/ / (procz,az, 2) (Py1, Py2, Tx1, tx2)

skeletons

c¢ 9y FOC : a , proc Proc,
mutex (procs, a; ,ia_l skel,
_--’ ‘\-*-"
1 b,
Q Q
514 () =a2

=

1 y1
r

We add constraints based on the finite set of counterexample traces
91



Experimental results - expressiveness

Contlicting Controller modules:

Discovery vs Forwarding Modules, POX controller
[El Hassany et al]

Discovery vs Forwarding Modules, NOX controller
[Scott et al]

HTTP traffic monitoring vs Waypoint Enforcement
[Canini et al]

Update vs Update

[Peresini et al]
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Experimental results - scalability

We scaled up the topology on the previously-discussed Isolation
example

O-E-O-E+-@
O-FO-E+-@

We then measured total synthesizer runtime versus topology size
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Experimental results — Topology Zoo

4

3.5

5 3
(D]

g 25

= 2
<

S 15
(7))

IS 1
o

0.5

S 7 7 70 S0 Yo S o Yo Y U %5 S5 G5 Os G s

Network size (# switches)
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Experimental results — Small Worlad

Total Synth. Time (s)
w

Network size (# switches)
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Experimental results — FatTree

100

0
S

S

P T
2 5 O

o o 79 76 So S5

(# switches)

Network size
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Optimizing Horn
Solvers for
Network Repair




Software Synthesis

%P%l’tjggy Logical Input-Output

[a
rOgradh Formula Examples

Software Repair

Synthesizer

Program
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SDN with Buggy Cofiguration

Application

Network-wide
Configuration

&
/

Controller Run-Time

Controller Platform

Voo



Down for

Co |
€ Maintenance
Aggregation f ==
A1
ToR
|
HOst H 4

not safe for H traffic
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Core Ce filter (H1) &9 Switch Online

not safe for H1 traffic
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Switch Online

Core

Aggregation

ToR

HoOst
not safe for H1 traffic
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Core

Aggregation

ToR

HoOst
not safe for Hy traffic

* How canwe return back to safety by adding filters on
inks?

* There are several possible repair solutions

e Interested in best solutions;,
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Aggregation
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Core Switch Online

Aggregation

ToR

Host H 1 H o H 3 Ha
not safe for Hy traffic

* How canwe return back to safety by adding filters on
inks?

* There are several possible repair solutions

e Interested in best solutions;,



Contributions

® Translation of network and its correctness
conditions to logic (Horn clauses)
® Repair unsatisfiable Horn clauses

® (i.e. buggy system violating correctness)

® New lattice-based optimization procedure for Horn
clause repair
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Forwarding Table

pattern action

pl fwd 52
p, |rewrite p,’; fwd S,

P3 drop

* Assume S;(p)means packet p is at switch S;

* S1(p) A (p = p1) = S2(p)
* S1(P) A(p =Dp2) = S2(p2)
* S1(p) A(p = p3) = D(p)
* These formulae are called Horn clauses

108



Horn Clauses for Network

not safe for H4 traffic

Ingress. H1 sends out the special traffic type 0
(typ = O Adst €{2,3,4)) -  ti(dst, typ)

(typ > 0 Atyp < 8 Adst €(1, 3,4}) -  to(dst, typ)

(typ > 0 Atyp < 8 Adst €{1,2,4}) -  tz(dst, typ)

(typ > 0 Atyp < 8 Adst €{1,2,3}) =  ta(dst, typ)

109




Horn Clauses for Network

not safe for H4 traffic

We use a special relation symbol D for dropping a packet
t1(dst, typ) A(dst A1) — ai(dst, typ)
t1(dst, typ) A(dst A1) — ax(dst, typ)
t1(dst, typ) A= ( (dst >T) A
(dst <4) A(typ 20) A(typ <7)) - D(dst, typ)

110



Horn Clauses for Network

not safe for H4 traffic

Properties. Flow O should not reach destination 4 orthe drop state

ta(dst, typ) A(typ = 0) —  [alse
D(dst, typ) A(typ = 0) - false

111



(typ=0 A dst € {2,3,4}) — ty1(dst, typ)
.t.l.(dst, typ) N (dst + 1) - aq(dst, typ)
;Jl.l.(dst,typ) A (dst += 1) A (dst #= 2) — cy(dst,typ)
c, (dst,typ) A (dst = 3 Vdst = 4) — au(dst,typ)
;‘;(dst,typ) A (dst = 4) — tu(dst,typ)

ta(dst,typ) A (typ =0) — false

* Set of Horn Clauses

* An implication:
- Conjunction of positive literals in premise
- Single positive literal in conclusion

Network is safe <E> Clauses are valid
* Clauses are invalid here (dst = 4, typ = 0)
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Horn Clause Solvers

Duality

— http://research.microsoft.com/en-us/projects/duality/
HSF

—http://www/.in.tum.de/tools/hst/

Eldarica

—http://lara.epfl.ch/w/eldarica

PDR implementation in Z3

—http://z3.codeplex.com/

SPACER

— http://spacer.bitbucket.org/

113



https://github.com/uuverifiers/eldarica

Correct
—

Eldaﬂca ——» Incorrect + counter-example

— ®™ Time-out zzZ

Loop forever
Novel techniques for abstraction refinement: Iri

& Accelerated Intperolants
@ Disjunctive Interpolants

Specification —»

Program —  »

Support common representation languages
(Horn clauses, Numerical Transition Systems, ...)

4
[FM 2012]  [ATVA 2012] [VSTTE2013] [CAV2013] [FMSD2015]

Hossein Hojjat, Ph*izlipp RUemmer
(Filip Konecny, Radu losif, Florent Garnier, Pavle Subotic and Viktor Kuncak)



https://github.com/uuverifiers/eldarica

Repair Framework

Translate Repair Back

§f6 .
Horn Clauses: /
Network W. oi(v ) ARV ) AARp(V __) - Ron(\/__) HORN
g W. (v ) ARV ) ARV ) = Roq(v) ——
Description / a (,01 /l/?ﬂ /w?nj( V) - Rg,](v_) R (EEOL\/)ER
¢ armg
Safety 0
Description
Strengthen Weaken %\%&
Clauses C
(Optimizer) AUSES
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Goal: find solutions for set of Horn dauses subject to objective  function

Space of all interpretations of relation
symbols
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Goal: find solutions for set of Horn dauses subject to objective  function

9.

est Solutions

e

Solutions

Space of all interpretations of relation
symbols
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Goal: find solutions for set of Horn dauses subject to objective  function

AT [N
/ / CB>est Solutioms\ \\
e[
\\,/J /
\\ Solutions /

Space of all interpretations of relation
symbols
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Goal: find solutions for set of Horn dauses subject to objective  function

S

—
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Best S
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7

Space of all interpretations of relation
symbols
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Goal: find solutions for set of Horn dauses subject to objective  function

Space of all interpretations of relation W
symbols

all interpretations
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Goal: find solutions for set of Horn dauses subject to objective  function

Space of all interpretations of relation W
symbols

all interpretations
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Goal: find solutions for set of Horn dauses subject to objective  function

\

N

T

Solt

Jtions

\

-

/

7

Space of all interpretations of relation

symbols
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Goal: find solutions for set of Horn dauses subject to objective  function

Objective tunction:

Rank nodes of lattice monotonically

2
Feasibility Frontier

VNV NN
all interpretations
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Goal: find solutions for set of Horn dauses subject to objective  function

Objective tunction:
Rank nodes of lattice monotonically

a
Search Algorithm: / \ c
Walk smartly in the lattice to find the

best solution:
inside the teasibility cone

Feasibility Frontier

has maximum ranking | VA VAN
all interpretations
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Goal: find solutions for set of Horn dauses subject to objective  function

Objective tunction:
Rank nodes of lattice monotonically

a
Search Algorithm: / \ c
Walk smartly in the lattice to find the

best solution:
inside the teasibility cone

Feasibility Frontier

has maximum ranking | NN\ N\

* Pick afeasible node and walk until
reach frontier

all interpretations
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Goal: find solutions for set of Horn dauses subject to objective  function

Objective tunction:
Rank nodes of lattice monotonically

a
Search Algorithm: / \ c
Walk smartly in the lattice to find the

best solution:
inside the teasibility cone

Feasibility Frontier

has maximum ranking | NN\ N\

 Pick afeasible node and walk until
reach frontier
» Pick a lower rank incomparable
node and walk again all interpretations
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o Search algorithm is guaranteed to terminate on finite lattices

Theorem

o Optimization algorithm is sound and complete
Always finds the global optimum

Proof

 |nduction on lattice structure
use monotonicity of feasibility and objective function




Implementation and Experiments

We use Internet Topology Z00 - real world topologies

Randomly ge

nerate forwarding tables to connect hosts

Make a set o

Repair the bu
switchess

"nodes unsate for certain types of traffics
ggy network with updating a minimal number ¢
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Implementation and Experiments

Benchmarks #Nodes#Links #Rels.  #Lattice  #EId Time(s)
Gridnet 9 20 — - - -
Cesnet200304 29 33 3 2.22x10'Y 145 4.98
Arpanet19706 9 10 3 2.22x10'"Y 91 2.98
Oxford 20 26 8§  3.89x10%" 664 16.70
Garr200902 54 71 6 492x104Y 3045 107.62
Getnet 7 8 2 7.90x10° 61 1.45
Surfnet 50 73 3 222x10'Y 101 3.49
Itnet 11 10 | 2.81x10° 17 0.18
Garr199904 23 25 | 2.81x10° 19 0.33
Darkstrand 28 31 5 1.75x101" 425  14.81
Carnet 44 43 2 7.90x 10° 37 0.49
Atmnet 21 22 1 2.81x10° 15 0.67
HiberniaCanada 13 14 11 8.63x10°" 1795 84.56
Evolink 37 45 | 2.81x10° 14 0.20
Dfn 58 87 — — — —
Ernet 30 32 4 623x10° 140  4.94
Bren 37 38 6 492x10<Y 974  25.14
Niif 36 41 2 7.90% 10° 48 0.92
Renater2001 24 27 3 2.22%x10'Y 101 3.56
Latnet 69 74 2 7.90x10° 47 0.64
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What is next?
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eSlogan: "constant work in constant
time"
-No pointers or complex data types
-Bounded state
-No loops

eKey construct is a match-action table

action learn() {
generate_digest(RECV, learn_digest);

¥

00:00:00:00:00:01 | learn
table smac {

* 00:00:00:00:00:02 | learn
reads { ethernet.srcAddr : exact; }

actions { learn; nop; } * nop
default_action: nop;

¥




header_type ethernet t {
fields {
dstAddr : 48;
srcAddr : 48;
etherType : 16;

}
}

header_type intrinsic_metadata_t {
fields {
mcast_grp : 4;
egress_rid : 4;
mcast _hash : 16;
1f field list: 32;
¥
¥

header ethernet_t ethernet;
metadata intrinsic_metadata_t intrinsic_metadata;

parser start {
return parse_ethernet;

}

parser parse_ethernet {
extract(ethernet);
return ingress;

}

field list mac_learn_digest {
ethernet.srcAddr;
standard_metadata.ingress_port;

}

action mac_learn() {
generate_digest(MAC_LEARN_RECEIVER, mac_learn_digest);

}

action forward(port) {
modify field(standard _metadata.egress_spec, port);

}

action broadcast() {
modify field(intrinsic_metadata.mcast grp, 1);

}

Example:

Ethernet Switch

}

reads {
ethernet.srcAddr :

actions {
mac_learn;
nop;

}

size

exact;

: 512;

table dmac {

}

reads {
ethernet.dstAddr :

¥

actions {
forward;
broadcast;

}

size

exact;

: 512;

table mcast_src_pruning {

}

reads {
standard_metadata.instance_type
}
actions {_
nop;
drop;
}

size : 1;

control ingress {

}

apply(smac);
apply(dmac);

control egress {

(if(standard_metadata.ingress_port =

standard_metadata.egress _port) {
apply(mcast_src_pruning);

. exact;
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